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Abstract 

Context-based literature digital library search is a new 
search paradigm that creates an effective ranking of 
query outputs by controlling query output topic diversity. 
We define contexts as pre-specified ontology-based terms 
and locate the paper set of a context based on semantic 
properties of the context (ontology) term. In order to pro-
vide a comparative assessment of papers in a context and 
effectively rank papers returned as search outputs, pres-
tige scores are attached to all papers with respect to their 
assigned contexts. In this paper, we present three different 
prestige score (ranking) functions for the context-based 
environment, namely, citation-based, text-based, and pat-
tern-based score functions. Using biomedical publications 
as the test case and Gene Ontology as the context hierar-
chy, we have evaluated the proposed ranking functions in 
terms of their accuracy and separability. We have found 
that text-based and pattern-based score functions yield 
better accuracy and separability than citation-based 
score functions. 

1. Introduction 
At the present time, search queries in literature digital 
libraries either lack or do not provide effective paper-
scoring/ ranking functions. We argue that the main reason 
for the ineffectiveness of ranking functions is that they do 
not take into account the diversity of papers returned as 
the output of keyword-based search queries. Without an 
effective scoring and ranking system, users are forced to 
scan a large paper set and potentially miss important pa-
pers. As an example, PubMed [1], which contains more 
than 14 million publications, does not have a paper-
scoring/ranking system. Instead, PubMed simply lists 
search results in descending order of their PubMed ids or 
publication years. Other well-known digital libraries, such 
as ACM Portal [26] and Google Scholar [27], use only 
simple text-based and/or citation-based scores to rank 
search results.  

In an earlier work [2], we proposed a new literature 
digital library search paradigm, context-based search, that 
controls the diversity of search input topics and effec-
tively ranks query output publications. Before query sub-
mission, two query independent pre-processing steps are 
performed: assign publications into pre-specified ontol-
ogy-based contexts; and compute prestige (impor-

tance/ranking) scores for papers with respect to their as-
signed contexts. Thus, in a given context, a paper with 
high prestige score is highly relevant to the context. Then, 
at search time, (a) only those papers in contexts of interest 
are involved in the search, and (b) search results in each 
context are ranked by their relevancy scores. A paper’s 
relevancy score in a context is a combination of the pa-
per’s pre-computed prestige score (based on the context) 
and the paper-to-query matching score. Contrasting other 
search paradigms, context-based search output is en-
hanced by a context-based paper classification, which 
eliminates the problem of topic diffusion and reduces 
output size [2]. Since only semantically related papers in 
contexts of interest (as opposed to all papers) are involved 
in the search, search output ranking is more consistent and 
accurate. In [2], we tested our search paradigm by using 
PubMed [1] papers as a testbed and Gene Ontology (GO) 
[3] as a context hierarchy. When compared with PubMed 
keyword-based search engine query results, the context-
based search approach was shown experimentally [2] to 
reduce the query output size by up to 70% and increase 
the search result accuracy by up to 50%.  

As described above, implementing the context-based 
search involves five tasks: (1) assign papers to contexts, 
(2) compute prestige scores for papers in each context, (3) 
locate search contexts for a given keyword-based query, 
(4) perform search, and (5) rank search results. Tasks 1, 3, 
4, and 5 have been extensively studied in our previous 
work [2]. This paper investigates task 2 as follows: 
• We present three different context-based prestige 
score functions, namely, citation-based, text-based, and 
pattern-based score functions. As mentioned above, to 
rank search results within a given context, we use (a) 
prestige scores of papers in the context, and (b) similarity 
scores between the search query and the papers. The cita-
tion-based function employs the well-known PageRank 
algorithm [8-10], which recursively determines the pres-
tige of a paper using citations to the paper and scores of 
papers citing the paper. While the citation-based score 
function uses only citation information, the text-based 
score function utilizes paper’s content, authors, and cita-
tions as follows. First, a paper that best characterizes the 
context is selected as a representative paper of the con-
text. Then, the text-based prestige score of a paper p in 
context ci is computed from (a) text-based content similar-
ity, (b) author overlap, and (c) citation similarity between 
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p and the representative paper of ci. Compared with the 
other two scoring functions, the newly proposed pattern-
based score function constructs patterns based on the con-
text’s identifying elements: Prestige score of a paper is 
assigned using two criteria, namely, (a) the confidence 
that a pattern represents the context, and (b) the matching 
strength between the paper and the pattern.  
• We use accuracy and separability to evaluate the three 
prestige score functions. Score function accuracy relies on 
the precision scores resulting from the keyword-based 
search. Also, assuming that multiple score functions 
agreeing in their top-k paper scores are accurate [11], we 
measure the top-k overlapping ratio between each pair of 
score functions. Separability, which refers to the score 
distribution in a context, is desired to be uniformly dis-
tributed for prestige scores within a context.  

For empirical evaluation, approximately 72,000 full-
text PubMed papers from the genomics area were com-
pletely parsed and assigned to one or more Gene Ontol-
ogy terms (contexts). For small-sized contexts (i.e.,  100 
papers), paper prestige scores are potentially misleading 
and were excluded from the experimental results.  

We summarize our experimental findings as follows:  
• In the context-based environment, text-based and pat-
tern-based scores yield better accuracy than the citation-
based scores.
This finding is not consistent with the web-based (non-
context-based) environment where citation-based scores 
are known to be more accurate. One possible explanation 
is that papers of some contexts cite or are cited by large 
numbers of papers outside the contexts. This causes the 
citation graphs to be sparse within those contexts, which 
negatively affects the accuracy of the citation-based score 
function. Another possible reason is that citing and cited 
papers may not be topically related to each other. There-
fore, citations in a context may not always indicate that 
citing/cited papers are important with respect to the con-
text. We also observe that, as we drill down in the context 
hierarchy, context size and diversity decrease. As a result, 
the citation-based score accuracy is reduced due to small-
sized contexts, while the text-based and the pattern-based 
score accuracy improves.  
• For score separability in the context-based environ-
ment, text-based, pattern-based, and citation-based func-
tions are ranked from best to worst.  
As we drill down in the context hierarchy, the text-based 
score separability improves, while the pattern-based and 
the citation-based score separability are reduced. How-
ever, in high-level contexts, pattern-based scores possess 
better separability than citation-based scores. 

Section 2 describes desirable properties of a prestige 
score function. Section 3 explains the three prestige score 
functions. Sections 4 and 5 present the experimental setup 
and experimental results. Section 6 summarizes the re-
lated work. Section 7 concludes. 

2. Desirable Features of Prestige Score Func-
tions 
We use accuracy and separability [11] to evaluate the 
quality of a score function. Accuracy can be measured 
using recall and precision scores of given queries. When 
searching the web, most web search engine users stop 
looking at search results after the second page [20]. Simi-
larly, it is not feasible for users to scan a large number of 
search results for a large literature digital library domain 
(e.g., PubMed). Therefore, high recall for a large number 
of returned papers is less significant than high precision 
for high-ranking papers. Hence, we use only precision to 
evaluate the accuracy of score functions. The precision is 
defined as: 

| |
| |
∩

= t t
t

t

S R
Precision

S
, where St is the result set of the 
search for query term t, and Rt is the 
true answer set. 

While Rt may be manually decided by experts for some 
queries, such an approach precludes using large numbers 
of queries. To automatically determine Rt without any 
expert help, we found the A(rtificially)C(onstructed)-
answer set of a query [2]. The AC-answer set of a given 
query is located as follows. First, a standard keyword-
based search with a high threshold is used to find an ini-
tial answer set. The initial set is enlarged using text-based 
and citation-based expansion. In the text-based expansion, 
papers that are sufficiently similar to the centroid of the 
initial paper set are added to the AC-answer set. For the 
citation-based expansion, papers in the citation path of 
length at most 2 from the initial paper set and with high 
citation scores are included in the AC-answer set. We 
consider only the paths of length up to 2 because longer 
paths usually lose context and become less relevant. To 
ensure the accuracy of the AC-answer set, we manually 
verified its correctness for some sample queries [2]. 

An alternative approach to measuring accuracy in-
volves comparing score function output. Assuming that 
multiple score functions indicate a paper as important 
[11], score functions agreeing in their top k paper score 
rankings are consistent with each other and may be con-
sidered “accurate”. Top-k overlapping ratio between two 
functions S1 and S2 in context Ci is defined as follows: 

∩
1 2

S1-TopK S2-TopK|P P |
TopKOverlappingRatio(S ,S )=

K
where PSj-TopK is the set of papers with k highest Sj scores 
in Ci. PSj-TopK may include more than k papers if a set of 
papers Pm has the same Sj score as the kth paper’s score. In 
this case, we include Pm in PSj-TopK paper set and change 
the denominator K to min(|PS1-TopK|, |PS2-TopK|).

Since only three score functions are involved in the 
evaluation, we do not use the top k overlapping ratio to 
find the majority agreement of the score functions. In-
stead, we use the overlapping ratio to measure the 
changes in accuracy as we drill down in the context hier-
archy. In other words, only the overlapping ratio changes 
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for the same pair of score functions at different context 
levels are used to determine whether the score accuracy 
decreases or increases as the context levels become 
higher. 

Separability of a score function refers to the score dis-
tribution within a context. To provide a comparative as-
sessment of papers in a context, the paper scores in the 
context should be evenly spread (i.e., uniformly distrib-
uted). If a score function produces only a few unique pa-
per scores for a context, a large number of papers in the 
context receive the same (or a very similar) score. Since 
papers with the same scores are considered equally impor-
tant, this negatively affects separability and the ranking of 
search results. 

3. Prestige Score Functions 
This section describes three score functions, namely, cita-
tion-, text-, and pattern-based functions, used to assign 
prestige scores to papers in each context. In order to rank 
papers returned from the context-based search, we com-
pute a relevancy score for each paper in the query result. 
The relevancy score of paper p to query q in context ci,
R(p, q, ci), is computed as the combination of the pre-
computed prestige score of p with respect to ci, and the 
text-matching score between p and q. R(p, q, ci) is defined 

as [2]:       ( , , ) _ ( , )
_ _ ( , )

i prestige i

matching

R p q c w Prestige Score p c
w Text Matching Score p q

= +
⋅

⋅

where prestige_score(p, ci) is the prestige of p with re-
spect to ci as defined by the score functions in this sec-
tion, text_matching_score(p, q) computes the similarity 
between p and q, and wprestige and wmatching are weights of 
the prestige score and the text matching score. 

Since contexts are represented hierarchically, a paper 
p can reside in both context ci and ci’s descendant con-
texts. Compared to ci, ci’s descendant contexts are more 
specific, and the descendant contexts’ paper sets are less 
diverse. Hence, a high prestige score for p in ci’s descen-
dant contexts means that p is highly relevant to ci. Keep-
ing this in mind, p’s score in context ci is modified to 
max(sj), j ∈ {i, k, …, n} when  p resides in (a) context ci
with score si; and (b) descendant contexts ck…cn of ci with 
scores sk,…,sn.
3.1. Citation-Based Prestige Score Function 
PageRank and Hyperlink-Induced Topic Search (HITS) 
algorithms can be used in paper score computation [8-10]. 
For a web page to be “prestigious” in terms of PageRank, 
other “prestigious” web pages must hyperlink to that 
page. By substituting a paper for a web page, a paper p’s 
PageRank score is recursively determined by the number 
of citations to p and the scores of papers citing p. HITS is 
based on “authorities” and “hubs”. A paper’s authority 
score is proportional to the total agglomerative score of 
hubs that cite the paper. A paper’s hub score is propor-
tional to the total agglomerative score of authorities that 
are cited by the paper. Previous experiments on the ACM 

SIGMOD Anthology [11] showed that HITS and PageRank 
scores are highly correlated. 

We chose to implement a variation of the PageRank 
scoring algorithm for our experiments. Assuming citation 
relationships between papers in different contexts would 
erroneously boost citation-based paper scores with respect 
to a context, only citation information between papers in 
the given context is used for the prestige score computa-
tion. As an example, assume (i) a paper p resides in con-
texts c1 and c2, (ii) large numbers of papers in c1 cite p,
and (iii) only a few papers in c2 cite p. Based on these 
assumptions, p should be considered more important in c1
than in c2, and citations in c1 should not be involved in the 
score computation for c2.

For each context, a paper’s PageRank score is com-
puted recursively as: 

Pi + 1 = (1 - d)MTPi + E 
where Pi and Pi+1 are the current and next iteration Pag-
eRank vectors. The citation matrix C is an N x N adja-
cency matrix of a graph with papers in the given context 
representing nodes and citation relationships representing 
edges. N is the number of papers in the context. M is de-
rived from C by normalizing all row-sums in C to 1. d is 
the probability that a person reading a paper p1 will next 
read a paper cited by p1, and (1-d) is the probability that 
he/she will next read a random paper. To guarantee Pag-
eRank algorithm convergence, a hidden citation link be-
tween a paper and all other papers E is assumed to exist. 
One choice is E1 = d. Another option is E2 = (d/N)[1N]Pi,
where 1N is N ones vector.  
3.2. Text-Based Prestige Score Function 
The text-based prestige score of paper p in context c is 
computed using text-based similarity measures based on 
the Term Frequency-Inverse Document Frequency (TF-
IDF) model [6] between c and p. However, contexts are 
represented as short phrases (e.g., GO term), which are 
much shorter than papers. We use representative papers of 
contexts instead of context terms to represent contexts. In 
each context ci, papers in ci that are highly similar to the 
representative paper of ci receive high prestige scores. 
The text-based paper score is defined as:  

, ) * ( , )( X C i i X C
i

Sim P P Sim P Pweight= ,

where PC is the representative paper of context C, PX is a 
paper in C, i ∈ {title, abstract, body, index term, authors, 
references}, and weighti is the corresponding similarity 
weight. 

Simtitle, Simabstract, Simbody, and Simindex terms are com-
puted using cosine similarity of the TF-IDF model [6]. 
Author similarity between two papers (Simauthors) relies on 
two notions: Level-0-Author-Overlap, which occurs when 
two papers share common authors; and Level-1-Author-
Overlap, which occurs when each paper’s authors co-
write a third paper. Paper author similarity (SimAuthors) is 
defined as follows [7]: 
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SimAuthors(PQ,PX) = L0Weight*SimLevel-0-Author(PQ,PX) + 
L1Weight*SimLevel-1-Author(PQ,PX)

where PQ and PX are papers, SimLevel-i-Author is the Level-i-
Author-Overlap score, and LiWeight is the Level-i-
Author-Overlap weight with 0  LiWeight  1. i ∈ {0, 1}.  

Citation similarity between two papers relies on bib-
liographic coupling and co-citation [7]. Bibliographic 
coupling [15] gives higher similarity scores to papers with 
common citations. Co-citation [14] gives higher similarity 
scores to papers that are cited by the same paper. Citation 
similarity (SimReferences) is defined as follows [7]: 

SimReferences(PQ,PX)=BibWeight*Simbib(PQ,PX)+ 
(1- BibWeight)*Simcoc(PQ,PX)

where PQ and PX are papers, Simbib and BibWeight is the 
bibliographic coupling score and weight, Simcoc and 1-
BibWeight is the co-citation score and weight.  
3.3. Pattern-Based Prestige Score Function 
Patterns of each context are constructed from the training 
paper set (i.e., GO annotation evidence papers for GO-
specific contexts) of that context [2]. Words/terms related 
to a context term are considered significant terms 
(phrases) for that context. For the pattern construction 
phase, significant terms are constructed from two sources: 
(i) words in the context term, and, (ii) frequent terms 
(phrases) in the training papers. During the frequent 
phrase construction, significant terms from each source 
are combined using a procedure similar to the apriori al-
gorithm [5].  

A (regular) pattern consists of three tuples [4]: 
<LEFT><MIDDLE><RIGHT> where each tuple is a set 
of words. <MIDDLE> tuple contains only a sequence of 
significant term words. <LEFT> and <RIGHT> are the 
word sets surrounding the significant term words. By vir-
tually walking from one pattern to another, two types of 
extended patterns are constructed [4]: (i) side-joined and 
(ii) middle-joined patterns. A side-joined pattern is cre-
ated from an overlap between the left tuple of one pattern 
and the right tuple of another pattern. E.g., if P1 = 
<A><B><C> and P2 = <C><D><E>, then the side-joined 
pattern P3 = <A><B><C><D><E> is constructed. A 
middle-joined pattern is created when there is an overlap 
between the middle tuple of one pattern and the left/right 
tuple of another pattern. E.g., if P1 = <A><B><C> and P2 
= <D><E><F>, and {<C> ∩ <E>} ∅, then the middle-
joined pattern P3 is <A><B>{<C> ∩ <E>}<F>.  

We assign pattern-based prestige scores using the fol-
lowing criteria: (1) confidence that a pattern represents 
the context, and (2) matching strength between a paper 
and a pattern. The pattern-based prestige score is defined 
as:

Score(P) = pt∈Ptr(P) Score(pt)*M(P, pt)
where Ptr(P) is the set of patterns that match to paper P,
Score(pt) is the score of pattern pt, and M(P, pt) is the 
matching strength of pattern pt in paper P.

M(P, pt) is influenced by the (1) paper section con-

taining the pattern match and (2) similarity between the 
pattern (i.e., pt) and the matching phrase in P.

Based on the pattern type of pt, Score(pt), is com-
puted as follows: 
• pt is a regular pattern: We compute the regular pattern 
score based on the following middle tuple properties: (1) 
[MiddleTypeScore]: Middle tuples, which can consist of 
only frequent terms, only words in context term, or both 
frequent and context terms, receive the high, higher, and 
the highest scores, respectively. (2) [TotalTermScore]: 
Context term words with higher selectivity receive a 
higher score. Selectivity describes the word’s occurrence 
frequency among all context terms. (3) [PaperCoverage]: 
A pattern’s score is inversely proportional to the middle 
tuple frequency among all the database papers. (4) [Pat-
ternPaperFreq]: Higher scores are assigned to patterns 
whose middle tuples are frequent in the context term’s 
training papers. The regular pattern score function is de-
fined as follows:
RegularPatternScore = BaseScore * (1/PaperCoverage)t

BaseScore = MiddleTypeScore+TotalTermScore + 
c*(PatternOccFreq+PatternPaperFreq) 

where t and c are constants. 
• pt is an extended pattern: Side-joined patterns score is 
defined as:

Score(Side-joined Pattern) = ( Score(Pattern1) + 
Score(Pattern2) )2

where pattern 1’s right tuple overlaps pattern 2’s left tu-
ple. Middle-joined Pattern Score is defined as:

Score(Middle-joined Pattern) = 
DOO1*Score(Pattern1)+DOO2*Score(Pattern2) 

The DegreeOfOverlap (DOO) represents the proportion 
of a pattern’s middle tuple included in the other pattern’s 
left/right tuple (see [4] for more details).

4. Experimental Setup 
We downloaded, parsed, and populated our database with 
72,027 full-text PubMed papers. All selected papers came 
from the genomics area, which constitutes a “semantically 
related” subset of PubMed papers related to GO [12].  

Our experiments utilize two context paper sets gener-
ated in an earlier work [2]: 
• Text-based Context Paper Set was created by using 
the text-based similarity measure between a representative 
paper of a context and papers in our database. Text- and 
citation-based scores were assigned to papers in all con-
texts. We did not evaluate pattern-based scores for the 
text-based context paper set because our 72,000 paper set 
is small compared to 14 million PubMed papers; thus, a 
large number of contexts ended up having few direct an-
notations with training (evidence) papers in our database. 
• Pattern-based Context Paper Set was created by using 
a simplified version of the pattern-extraction technique 
[2]. In this version, only middle tuples of patterns were 
considered during pattern matching, extended patterns 
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were not used, and descendant context’s papers were in-
cluded with the ancestor context. If the context contained 
zero papers, then the closest ancestor’s paper set was as-
signed to the context. Since the ancestor of a context is 
more general (i.e., less informative) than the context itself, 
assigning papers from an ancestor context to its descen-
dant context introduces a decay of informativeness for the 
context term. A context term’s informativeness is ap-
proximated through its information content (I(C)), which 
is defined as [13]:   

I(C) = log(1 / p(C) ),
where p(C), the relative size of C in GO, is computed as: 

p(C) = (# of descendants of C) / (# of terms in GO). 
In order to quantify the rate of decay, we compare I(C) of 
the descendant term (Cdesc) to that of its ancestor (Cancs),
and adjust the papers’ scores. RateOfDecay is defined as: 

RateOfDecay(Cancs , Cdesc) = I(Cancs)/ I(Cdesc)
Citation-based and (simplified) pattern-based scores 

were assigned to papers in all contexts. Since there are no 
representative papers defined for the pattern-based con-
text paper set, text-based scores were assigned to only 
5,632 contexts that contain at least one representative 
paper used in the text-based context paper set.

5. Experimental Results 
This section evaluates accuracy and separability of the 
three different score functions.  
5.1. Accuracy 
We first compare average and median precision scores of 
selected search terms for both context paper sets. Then, 
we compare the average top-k overlapping ratio between 
each pair of score functions over contexts at different con-
text levels to see the changes in accuracy as we drill down 
in the context hierarchy.  

Approximately 120 search terms were used to evaluate 
the precision scores. These terms were selected from non-
GO concepts of external life sciences (genomics) classifi-
cation systems (e.g., TIGR [23] roles), which have been 
manually mapped to GO terms [3]. The steps to perform 
the context-based search in these experiments [2] are: 1) 
select contexts automatically based on the search term, 2) 
search within selected contexts, and 3) merge search re-
sults from different contexts into a single result set. Only 
text- and citation-based scores are evaluated for the text-
based context paper set because pattern-based scores were 
not created (as described in section 4). Only pattern- and 
citation-based scores are evaluated for the pattern-based 
context paper set because text-based scores were not as-
signed to all contexts.  

Figures 5.1 and 5.2 illustrate the experimental results. 

We compare precision scores of search results with rele-
vancy scores above various thresholds t. When t is high, 
we expect higher precision, which indicates that the 
search outputs are ranked effectively, i.e., papers receiv-
ing high scores are in the true answer set of the search. 
Observations: 
- Precision scores of the text-based function are higher 
(> 20%) than those of the citation-based function at mod-
erate thresholds t for the text-based context paper set. For 
the pattern-based context paper set, precision scores of the 
pattern-based score function are about 10% higher than 
the citation-based function when t is above 0.2. 
- When t is high, some search terms return no search 
results. Thus, precisions of these queries are 0, which 
reduces the average precision scores of all queries. This 
explains why the average precisions at high t (> 0.3) de-
crease. For these cases, the median precision curves pro-
vide a better illustration. 
- At high t, we observe very high median precision 
scores. This confirms that the context-based search accu-
racy proportionally increases with paper ranking. 

With respect to precision scores, the citation-based 
score functions are less accurate than other score func-
tions. Since papers of some contexts cite or are cited by a 
number of papers outside their contexts, the citation 
graphs of those contexts are sparse. This causes the cita-
tion-based scores to not be highly accurate. Another pos-
sible cause is that citations may carry weak indications of 
topical similarity between citing and cited papers [24], 
i.e., some citations within a context do not indicate that 
the citing/cited papers are topically related to the context. 

Next, we use the top-k overlapping ratio, defined in 
section 2, to observe the accuracy changes as we drill 
down in the context hierarchy. Approximately 5,600 con-
texts with text-based scores are involved in the experi-
ments. The text-based context paper set is not used be-
cause the pattern-based scores were not created. We rely 
on the top k% as opposed to the top k because the number 
of lower-level context papers can be significantly smaller 
than upper-level context papers. Thus, using an absolute k 
value unfairly biases lower-level contexts. Figure 5.3 il-
lustrates the results. 
Observations: 
- Overlap ratios between these pairs of score functions 
decrease as the context level increases: text-based and 
citation-based, and citation-based and pattern-based. As 
we drill down in the hierarchy, context size decreases and 
citation graph sparseness increases. As a result, citation-
based scores are less accurate and disagree with other 
scores in higher-level contexts. 
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                                                                     Fig. 5.1. Precision scores of text-based context paper set 

                                                                        Fig. 5.2. Precision scores of pattern-based context paper set 
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Note: x-y (e.g., Text-Citation) 
is the overlapping ratio be-
tween the x- and the y-based 
scores. Level 1 = root level. 

Fig. 5.3. Average top-k% overlapping ratio per context level  
5.2. Separability 
The best separability for a function f occurs when f uni-
formly maps the points of its input domain to those of its 
output domain. Assuming scores are divided into k ranges 
for each context, the percentage of papers with scores in 
each range should be (100/k)%. E.g., Assume papers in 
every context ci receive scores between [0, 1], and scores 
are divided into 10 ranges of [s, s+0.1] where 0  s  0.9. 
For a score function to have perfect separability, 10% of 
papers in ci should receive the prestige scores in each 
range. If the score function possesses good separability, 
the number of papers with scores in each score range 
should be almost equal, and the standard deviation should 
approach 0. The standard deviation (SD) used in the ex-

periments for context ci is defined as:
n

2
i

i=1

1
SD= (X -X)

n
,

where n is the number of score ranges, 1 i n, Xi is the 
percentage of papers in context ci with scores in range 

1 1( i 1), i
n n

− ∗∗ , and X = 100/n.  

We first evaluate the separability of score functions in 
all selected contexts. Then, we show the changes in sepa-
rability as we drill down in the context hierarchy. Figure 
5.4 illustrates the overall score distributions. If a score 
function possesses good separability, we expect a large 
number of contexts to have low standard deviations. 
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text-based scores, respectively 
Fig. 5.4. Histogram of percentage of contexts by standard devia-
tion 
Observations: 
- The overall separability of the citation-based score 
function is worse than the text-based and the pattern-
based functions. Since the citation graphs of many con-
texts are sparse, the PageRank algorithm assigns a small 
number of unique paper scores in those contexts.  
- The text-based score function yields the best separa-
bility. As shown in figure 5.4, the standard deviations of 
most contexts are quite low (< 15) for the text-based 
scores. 
- Both text-based and pattern-based score distributions 

- The text-based and the pattern-based scores 
agree less with each other when the contexts are 
closer to the root level. As the selected context 
nears the root level, the context becomes more 
general and includes a large number of subcon-
texts. For text-based prestige score computation, 
representative papers of more general contexts 
may not characterize the context very well. For 
pattern-based prestige score computation, the 
building blocks of patterns (i.e., significant 
terms) become less selective for more general 
contexts and may result in incorrect scores. 
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are closer to normal (in addition to uniform) versus the 
citation-based score distribution. For the text-based and 
the pattern-based functions, the majority of contexts show 
moderate levels of deviation. On the other hand, most 
contexts for the citation-based function show very high 
deviation. 

Figures 5.5 - 5.7 illustrate the score distribution at 
each context level for text-based, pattern-based, and cita-
tion-based score functions, respectively. 
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Fig. 5.5. Score distribution per context levels for “text-based 
scores” 
Observation: As we drill down in the context hierarchy, 
the separability of the text-based scores increases. In fig-
ure 5.5, the percentage of contexts at level 7 with low 
standard deviations (< 10) is higher than levels 3 and 5. 

When contexts are closer to the root, the contexts’ pa-
per sets are larger and more diverse. Therefore, it is 
harder to find representative papers that accurately char-
acterize the upper-level contexts. Thus, most of the papers 
in the upper-level contexts receive small and not well-
distributed text-based scores compared to the lower-level 
contexts. 
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Fig. 5.6. Score distribution per context levels for “pattern-based 
scores”
Observation: The pattern-based score separability of a 
context C is inversely proportional to C’s context level.

To illustrate the above observation, we give the fol-
lowing example. GO term “RNA polymerase II transcrip-
tion factor activity”, which we call X, has four children: 

“general X”, “nonspecific X”, “X, enhancer bin”, and 
“specific X”. X has several siblings, e.g., “transcription 
cofactor activity”, “transcription elongation regulator ac-
tivity”, etc. It is easier to distinguish between X’s siblings 
than X’s children since the number of different words 
between siblings is higher. Also, the context terms closer 
to the root level become more general. As a result, the 
number of constructed patterns in the parent contexts 
tends to be higher than their child contexts. Since each 
constructed pattern has its own pattern score, and more 
patterns potentially result in more matches, there is a 
greater chance that the paper scores of upper-level con-
texts are more diversified. 
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Fig. 5.7. Score distribution per context levels for “citation-based 
scores”  
Observation: The citation-based score separability of a 
context C is inversely proportional to C’s context level.  

As we drill down in the context hierarchy, the citation 
graphs of the contexts are sparser. This causes the PageR-
ank algorithm to assign a small number of unique paper 
scores for these contexts. As a result, citation-based 
scores have low separability. 

6.  Related Work 
While many literature search systems are available online, 
only GoPubMed [22] uses context hierarchies. GoPub-
Med queries are submitted to PubMed, and the corre-
sponding PubMed paper “abstracts” are retrieved and 
categorized by GO terms. However, categorization fully 
relies on the existence of GO term words in the abstracts,
and only 78% of the 14 million PubMed abstracts contain 
words occurring in a GO term (as seen by using our Pub-
Med Abstracts FullText Search Tool [21]). GoPubMed does 
not rank results or provide importance scores for papers. 

Several contextual web search approaches aim to im-
prove keyword-based search accuracy. In one approach, a 
context is captured around the user-highlighted text, and 
augmented queries are created from the selected context 
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words [16, 18]. This approach relies on user-defined con-
texts and uses no hierarchical structure. Another approach 
clusters search results into automatically-derived hierar-
chical contexts [25]. While the constructed contexts are 
closely related to the search results, they are not as mean-
ingful as the human-created ontology-based contexts like 
GO. Also, users cannot select contexts of interest before 
viewing search results or modify search results beyond 
the constructed contexts. Topic Sensitive PageRank [17] 
creates 16 topic-sensitive PageRank vectors with each 
vector biased by URLs in the top level of the Open Direc-
tory Project [19]. The citation-based prestige score func-
tion presented in this paper is similar to the Topic Sensi-
tive PageRank, but we consider more specific (non-top-
level) contexts in the context hierarchy. 

7. Conclusion and Future Work
We presented three different prestige score functions for 
ranking papers in a context-based environment, namely, 
citation-based, text-based, and pattern-based score func-
tions. We evaluated the quality of a score function by 
measuring its accuracy and separability. For the context-
based environment, we showed that the text-based and the 
pattern-based scores yield better accuracy and separability 
than the citation-based scores. 

A possible future work is to add a variation on score 
function computations. Instead of omitting relationships 
from different contexts during prestige score computa-
tions, we can assign weights to these relationships. In 
other words, author and citation relationships from other 
contexts can boost paper scores in a context c1. E.g., if a 
paper pa of context c2 cites or is cited by a paper in c1, the 
citation relationship weight of pa in c1 may be assigned as 
follows. If c2 is not hierarchically related to c1 (i.e., c2 is 
not a close relative of c1), assign the smallest weight. If c2
is hierarchically related to c1, assign a higher weight. If pa
is in c1, assign the highest weight. 
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